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Preface

The First Workshop on Patient-Oriented Language Processing (CL4Health) aims to establish
a general venue for presenting research and applications focused on patients’ needs. These
include summarizing health records for patients, answering consumer-health questions using
reliable resources, detecting misinformation or potentially harmful information, and providing
multi-modal information, such as video, if it better satisfies patients’ needs. Such a venue
is needed both to invigorate patient-oriented language processing research and to build a
community of researchers interested in this area. The growing interest in this topic is fueled
by several current trends, which include a proliferation of online services that target patients
but do not always act in their best interests; policy changes that allow patients to access their
health records written in the professional vernacular, which may confuse the patients or lead to
misinterpretation; replacement of customer services with chat bots; and the increasing tendency
of patients to consult online resources as a second or even first opinion on their health problems.

Broadly, CL4Health is concerned with the resources, computational approaches, and behavioral
and socio-economic aspects of the public interactions with digital resources in search of health-
related information that satisfies their information needs and guides their actions.

Invited Speakers

The invited speakers have devoted significant parts of their research to patient-centered
language processing. We are grateful and excited to present the following talks:

Barbara Di Eugenio, University of Illinois Chicago, USA

Engaging the Patient in Healthcare: Summarization and Interaction

Effective and compassionate communication with patients is becoming central to healthcare.
The talk discusses the results of and lessons learned from three ongoing projects in this space.
The first, MyPHA, aims to provide patients with a clear and understandable summary of their
hospital stay, which is informed by doctors’ and nurses’ perspectives, and by the strengths and
concerns of the patients themselves. The second, VIRTUAL-COACH, models health coaching
interactions via text exchanges that encourage patients to adopt specific and realistic physical
activity goals. The third, HFChat, envisions an always-on-call conversational assistant for heart
failure patients, that they can ask for information about lifestyle issues such as food and exercise.

Brief Biography

Dr. Di Eugenio’s work is characterized by: large interdisciplinary groups of investigators who
bring different perspectives to the research; grounding computational models in ecologically
valid data, which is small by its own nature; and the need for culturally valid interventions,
since the University of Illinois Health system predominantly serves underprivileged, minority
populations.
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Natalia Grabar, University of Lille, France

Linguistic Foundations of the Simplification and its Current State

The purpose of text simplification is to adapt the content of documents in order to make their
reading and understanding easier for a given type of population. If the simplification usually
aims specific language levels (lexical, morphological, syntactic, semantic...), the available data
cannot always provide precise indications required for this process. The talk discusses some
sources of such available data. Dr. Grabar also analyzes the current situation related to
the exploitation of linguistic indicators during the definition of language complexity and the
simplification.

Brief Biography

Dr. Grabar is a CNRS Researcher at the University of Lille. She studied philology at Lviv
University, Ukraine and obtained her PhD in Medical Informatics from the Université Paris 6,
France. She develops linguistic and statistical methods to access information and knowledge
within scientific and technical texts and terminologies. The results are used in information
retrieval, information extraction and text simplification. Dr. Grabar has co-authored over 200
publications.

Graciela Gonzalez-Hernandez, Cedars Sinai Medical Center, USA

Patients are speaking - are we listening? Incorporating patient perspectives posted
online into clinical trials

Research that aims to be equitable and effective at treating chronic diseases and improving
patient outcomes must incorporate a broad range of patient perspectives (health-related
uncertainties, beliefs, and experiences). Setting research priorities and designing trials is
complex since clinicians, researchers, and patients differ on what is considered important.
Patients often prioritize outcomes that directly impact their quality of life, such as symptom
relief, functional status, and treatment side effects, while clinicians prioritize outcomes related to
survival, disease progression, and biomarker endpoints. Methods commonly used for gaining
patient perspectives are often limited are subject to recall and other biases, are expensive and
time-consuming, are limited in recruitment number and diversity, and may not comprehensively
capture factors important for research design.

A vast amount of data from the patient’s perspective is already publicly available: patients
openly share useful perspectives on different social media platforms. Despite its potential,
approaches for the systematic integration of such data to inform the prioritization and design
of health research are still to be developed and validated.

In this talk, Prof. Gonzalez-Hernandez discusses her ongoing efforts to enable the extraction of
relevant patient perspectives posted online using state-of-the-art natural language processing
(NLP) methods, and the promise of their integration into clinical trial design.
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Brief Biography

Dr. Gonzalez-Hernandez has over 23 years of experience and more than 200 publications in
health AI and NLP, funded by multiple NIH grants. She is currently a Professor and Vice Chair for
Research and Education in the Cedars-Sinai Department of Computational Biomedicine. She
launched the #SMM4H (Social Media Mining for Health) Workshop and Shared Tasks, which
has run annually for the last 8 years.

Abeed Sarker, Emory School of Medicine, USA

Learning and Educating via NLP of Social Media: the Use Case for Substance Use and
Overdose in the United States

Substance use and overdose is an ongoing crisis in the United States and growing globally.
The sphere of substance-related overdose also evolves continuously as novel psychoactive
substances enter the supply. Nonmedical substance use surveillance via social media has
the potential to provide low-cost and more timely insights than traditional approaches. In our
research, we leverage natural language processing (NLP) and machine learning to obtain
insights from targeted cohorts of people who use substances about emerging patterns and
problems in substance use disorder and treatment. This talk outlines our NLP pipeline for
analyzing substance use-related chatter from Twitter (X) and Reddit, and how insights derived
from these sources may be used to educate medical practitioners at the forefront of the opioid
crisis in the United States, facilitating more patient-centered care.

Brief Biography

Dr. Sarker is an Associate Professor and the Vice Chair for Research at the Department of
Biomedical Informatics, School of Medicine, Emory University. He leads several large-scale
projects focusing on the application of NLP for health-related tasks, particularly those involving
vulnerable populations such as people with substance use disorders, victims of intimate partner
violence, and people at risk of self-harm and suicide. His research is primarily funded by the
National Institutes of Health (NIH) and Centers for Disease Control and Prevention (CDC). Dr.
Sarker’s research has been covered by various national and international media outlets such as
the Wall Street Journal, Forbes, and Scripps National News.

Submissions

CL4Health received 40 valid submissions, of which 8 were accepted as oral presentations and
25 as posters. The work covers a wide range of topics focusing on patients’ well-being and
proper care. The topics include retrieval augmented generation, communications (including
plain language, sign language, and dialog), mental health issues, and patients’ sentiment.

As always, we are deeply grateful to the authors of the submitted papers and to the reviewers
(listed elsewhere in this volume) who produced thorough and thoughtful reviews for each paper
in a fairly short review period. The Organizers are truly grateful to our amazing Program
Committee, whose members helped us determine which studies are ready to be presented
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and those which would benefit from additional experiments and analysis, as suggested by the
reviewers. We hope that this workshop will inspire new collaborations and research into patient-
centered language technologies, in order to continue the valuable contributions made by our
community towards public health and well-being.

Dina Demner-Fushman, Sophia Ananiadou, Paul Thompson and Brian Ondov (Organizers)
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Andrea Franchini, Sandra Mitrović, Oscar William Lithgow, Joseph Cornelius and Fabio
Rinaldi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

Evaluating LLMs for Temporal Entity Extraction from Pediatric Clinical Text in Rare Diseases
Context

Judith Jeyafreeda Andrew, Marc Vincent, Anita Burgun and Nicolas Garcelon . . . . . . . . 145

Generating Distributable Surrogate Corpus for Medical Multi-label Classification
Seiji Shimizu, Shuntaro Yada, Shoko Wakamiya and Eiji Aramaki. . . . . . . . . . . . . . . . . . . . .153

CliniRes: Publicly Available Mapping of Clinical Lexical Resources
Elena Zotova, Montse Cuadros and German Rigau . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

MedDialog-FR: A French Version of the MedDialog Corpus for Multi-label Classification and
Response Generation Related to Women’s Intimate Health

Xingyu Liu, Vincent Segonne, Aidan Mannion, Didier Schwab, Lorraine Goeuriot and
François Portet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

Exploring the Suitability of Transformer Models to Analyse Mental Health Peer Support Forum
Data for a Realist Evaluation

Matthew Coole, Paul Rayson, Zoe Glossop, Fiona Lobban, Paul Marshall and John
Vidler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .184

Revisiting the MIMIC-IV Benchmark: Experiments Using Language Models for Electronic Health
Records

Jesus Lovon-Melgarejo, Thouria Ben-Haddi, Jules Di Scala, Jose G. Moreno and Lynda
Tamine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

Unraveling Clinical Insights: A Lightweight and Interpretable Approach for Multimodal and Mul-
tilingual Knowledge Integration

Kanimozhi Uma and Marie-Francine Moens . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .197

Automated Question-Answer Generation for Evaluating RAG-based Chatbots
Juan José González Torres, Mihai Bogdan Bîndilă, Sebastiaan Hofstee, Daniel Szondy,
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 On Simplification of Discharge Summaries in Serbian: Facing the 
Challenges 

 
Anđelka Zečević, Milica Ćulafić, Stefan Stojković 
Mathematical Institute, Serbian Academy of Sciences and Arts 

Faculty of Pharmacy, University of Belgrade 
Clinic for Gastroenterology and Hepatology, University Clinical Center of Serbia, Belgrade 
andjelkaz@mi.sanu.ac.rs, milica.culafic@pharmacy.bg.ac.rs, stefanstojkovic@gmail.com 

Abstract 
The simplified information page (SIP) is a simplified discharge summary created to mitigate health risks caused by 
low medical comprehension. One of the most critical aspects of medical comprehension concerns interpreting 
medication instructions such as proper dosing, frequency, and duration. In our work, we examine the capacities of 
mainstream Large Language Models (LLMs) such as ChatGPT and Gemini to generate SIP-like medication-
oriented pages based on the provided discharge summaries. We are sharing the initial qualitative assessments of 
our study based on a small collection of discharge summaries in Serbian, pointing to noticed inaccuracies, unfaithful 
content, and language quality. Hopefully, these findings might be helpful in addressing the multilingual perspective 
of patient-oriented language. 

Keywords: patient safety, text simplification, discharge summary, LLMs 

 

1. Introduction 

Understanding discharge summaries is crucial for 
continuity of care and patient safety. However, 
low comprehension poses significant challenges 
in healthcare delivery. Inadequate 
comprehension of discharge summaries can lead 
to medication errors, treatment delays, and 
patient confusion. This is notably well-supported, 
especially regarding medication errors in post-
discharge (Weetman et al., 2021; Alqenae et al., 
2020). 

Healthcare providers often struggle to 
communicate complex medical information 
effectively within discharge summaries, hindering 
patient understanding. On the other hand, the so-
called patient literacy plays a key role in 
understanding discharge summaries. Regardless 
of education level, this literacy may be quite 
limited and patients, thus, face heightened 
challenges in understanding crucial health-related 
information. This issue lies at the core of health 
disparities (Murugesu et al., 2022).  

Addressing the challenges associated with a low 
understanding of discharge summaries requires 
interdisciplinary efforts involving healthcare 
providers, policymakers, educators, and 
technology developers to enhance clarity, 
accessibility, and patient-centeredness in 
discharge communication (Geese et al., 2023; 
Bhati et al., 2023). 

One line of research that improves patient 
understanding is the creation of simplified 
discharge instructions. The simplified information 
page (SIP) (DeSai et al., 2021) is a one-page 
patient discharge summary designed originally for 
emergency departments in accordance with the 
Centers for Medicare and Medicaid Services and 

Joint Commission recommendations. It lists 
information related to diagnoses, recommended 
treatments (medications, diet, therapy, wound 
care, etc.), doctors or clinics needed to follow up, 
and symptoms or circumstances that should be 
monitored and urgently addressed (Figure 1). All 
information are presented in a simplified manner 
with the Flesch-Kincaid grade level 5. The SIP 
demonstrates that changing only the information 
structure and making it more accessible improves 
patients' comprehension. In the most critical 
segments that relate to medication dosage and 
duration, an improvement by over 22% is noticed 
across all demographics and education levels.  

 

Figure 1: Simplified information page.  
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As the manual creation of discharge summaries 
in the SIP-like form requires additional personnel 
and time resources, we examine the potential of 
Large Language Models (LLMs) to recreate them. 
LLMs have already entered the world of 
biomedicine with models trained on medical 
publications (PubMedBERT, Gu et al., 2021), 
medical records (ClinicalBERT, Huang et al., 
2019), or medical knowledge bases (UmlsBert, 
Kang et al. 2020). The performances on the 
relevant benchmarks, such as the BLURB - 
Biomedical Language Understanding and 
Reasoning Benchmark (Gu et al., 2021), spark 
the various capabilities of biomedical models. 
However, the complexity of medicine, the ever-
growing medical knowledge, constant technology 
enhancements, and its safety-critical nature, 
always reveal the necessity for improvement. 

Due to disparities in healthcare digitalization and 
regulatory policies across different regions, 
biomedical datasets in non-English languages are 
often scarce. The same holds for language 
models and appropriate language tools. 
Therefore, in our approach, we leverage publicly 
accessible chatbots such as ChatGPT1 and 
Gemini2, to generate SIPs for the provided expert-
written discharge summaries in Serbian. We 
mainly focus on the medication instruction part, 
including medication names, dosages, durations, 
frequencies, ways of administration, and their 
purpose. Although working with a small collection 
of discharge summaries,  employing a qualitative 
approach, we were able to identify several pain 
points of language models that require additional 
attention and enhancement.  

2. Related Work 

Soon after progress had been made in language 
modeling (Vaswani et al., 2017), document 
summarization began to reflect notable 
improvements in its ability to distill key information 
from large volumes of text (Liu and Lapata, 2019; 
Lewis et al., 2019; Raffel et al., 2020), mostly in 
the general domain. Medical document 
summarization is, however, somewhat different 
as it poses several challenges, including handling 
complex medical terminology, high accuracy 
expectations, and preserving patient privacy and 
confidentiality. What come as natural tasks are 
the summarization of medical notes (Landes et 
al., 2023), medical research (Devaraj et al., 2021; 
Singhal et al., 2023) as well doctor-patient 
conversations (Abacha et al., 2023).  

From the perspective of a clinician, a discharge 
summary represents a concise overview of the 
patient’s course of hospitalization, treatment, and 
follow-up care plan that can serve as a 
communication tool that facilitates continuity of 

 
1 https://chat.openai.com/ 
2 https://gemini.google.com/ 

care between the hospital and outpatient settings. 
It also represents a demanding, time-consuming 
administrative activity based on abundant medical 
documentation that is oftentimes challenging to 
digest. Therefore, the existing work mostly tries to 
alleviate this setup (Shing et al., 2021; Searle et 
al., 2023),  the latest one being the Discharge 
Me!3, a BioNLP ACL’24 Shared Task on 
Streamlining Discharge Documentation.   

Although there are publications addressing the 
patient aspect of medical summarization 
(Zaretsky et al., 2024), they are less present. We 
hope that our work can help fill in the gap by 
combining the imperatives of both sides into a 
unified goal.  

3. Experiment 

As stated, our goal was to examine the capacity 
of publicly available mainstream LLMs to 
generate SIP-like medication-oriented lists easily 
accessible by patients. For that purpose, we 
collected a number of discharge summaries in 
Serbian, prompted ChatGPT and Gemini to 
generate SIPs, and manually evaluated the 
results we obtained.  
 

3.1 Dataset 

We started our work with a small collection of 
discharge summaries in Serbian, in total 13, 
provided by the Liver Transplant Unit of the Clinic 
for Gastroenterology and Hepatology at the 
University Clinical Centre of Serbia. All discharge 
summaries are read by one medical professional 
and anonymized according to the local privacy 
regulations by masking patient-related 
information, dates, ambulance names, names of 
practicing doctors, names of doctors who are 
meant to perform additional examinations, and 
phone numbers for scheduling examinations and 
obtaining information. 
 
Due to the complexity of cases, discharge 
summaries were very diverse in terms of 
medication instructions. In total, 65 medications 
are covered, of which 38 are unique, including 
different dosage forms (tablets, capsules, 
droplets, sprays) and routes of administration. 
The average number of medications per 
discharge summary was 5.   
 
The average length of the section of discharge 
summaries comprising prescribed medications 
and follow-up care instructions was 97 tokens, 
indicating short and condensed directions to the 
patients. We used Latin script as it was used in 
the original discharge summaries. We did not use 
any preprocessing step prior to utilizing language 
models.  

3 https://stanford-aimi.github.io/discharge-me/ 
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3.2 Prompts 

To generate SIP-like lists, we prompted the 
models with the template written in Serbian in a 
zero-shot manner. The appropriate prompt 
translation in English is given below.   
 
I will forward the patient's discharge summary 
from the Clinic for Gastroenterology and 
Hepatology. You should single out each 
medication, its dosage, its method of 
administration, its frequency, and a short 
explanation of what the drug is used for. In 
addition, single out notes related to further 
examinations or controls. If abbreviations appear 
in the result, please provide the corresponding 
meanings. 
 

Figure 2: Initial prompt translated into English. 
 
The medication-related information such as 
medication name, dosage, and frequency was 
part of the discharge summary and easily 
accessible to LLMs. The method of administration 
depended on the medication form and was 
supposed to be concluded by LLMs. The same 
held for medication purposes and short 
descriptions that were to be generated based on 
LLMs' medical knowledge.    
 
In cases where medication instructions vary for 
different days of the week, we prompted LLMs 
additionally for day-dependant SIP-like lists by 
utilizing the template below.  
 
Can you now create a list with appropriate 
medications for each day of the week? 
 

Figure 3: Day-dependant prompt translated into 
English. 

4. Results 

For each discharge summary, we prompted 
ChatGPT and Gemini using prepared templates 
with the goal of generating a medication-oriented 
SIP-like list. All results were manually evaluated 
by one medical expert by carefully comparing the 
original discharge summary and generated SIP 
lists. For each medication, the evaluator scored if 
the medication was present on the SIP list, if 
dosage, dosage form, route of administration, its 
frequency, and duration (when stated) were 
appropriate, and if a short description of the 
medication's purpose was correct. The total 
number of evaluated medications in the dataset 
was 65. Table 1. summarizes our main 
quantitative findings related to medication 
inconsistencies.    
 
Both models correctly extracted medication 
names from discharge summaries. The 
exceptions were medications Entyvio and 
Zometa, not directly prescribed by the doctor but 

mentioned as a part of the patient’s existing 
medication protocol. However, not all medication 
descriptions and purposes were appropriate. For 
example, ChatGPT explained that Oglition is a 
cholesterol-lowering medication, while Gemini 
explained it is an immunosuppressor. None of 
these is correct, as Oglition is primarily used as 
an antidiabetic. In order to validate the claims, we 
relied on the expert opinion and package leaflets 
available on the official website of the Agency for 
Medicines and Medical Devices of Serbia.  
 

 ChatGPT  Gemini 

Medication  

omission 

1  2 

Inappropriate 

description 

2 7 

Inappropriate 

frequency 

9 11 

Table 1: The type and frequency of noticed 
inconsistencies between original discharge 
summaries and SIPs. The total number of 

revised medications is 65. 
 
As precise dosages and dosage forms were 
present for each medication in discharge 
summaries (for example, Advagraf caps. a 1mg 
1x2), we did not record any inconsistencies 
related to these parts. However, instructions 
related to medication frequency were the most 
challenging for the models to interpret and 
verbalize. Within discharge summaries, there 
were two different ways of specifying frequencies: 
frequency x dosage and morning dosage + noon 
dosage + evening dosage. Simple instructions, 
such as Pravacor tabl. a 20mg 1x1 containing 1x1 
form, were successfully interpreted in all cases. 
Instructions containing forms such as 1x2 or 2x1 
often led to swapping the frequency and dosage 
in the generated narratives. For example, 
instruction Imuran tabl. a 50mg 1x3 was 
interpreted as taking one tablet three times a day, 
every 8 hours, instead of taking one dose 
(consisting) of three tablets. The interpretation 
was even less successful in the case of fractions, 
for example, with frequency forms such as 1x1/2 
or 2x1/4. Gemini could not interpret these 
instructions at all, as denominators were excluded 
from the generated descriptions. Therefore, the 
instruction such as Propranolol tabl. a 40mg 2x1/4 
was interpreted as Propranolol tabl. a 40mg 2x1, 
leading to a much higher dosage. ChatGPT was 
partially successful but inconsistent within 
sessions. Instructions in the form morning dosage 
+ noon dosage + evening dosage were correctly 
interpreted by both models. 
 
Frequency instructions, such as three times a 
week or with an explicit list of the days 
(Monday/Wednesday/Friday) were correctly 
extracted by the models but partially utilized. For 
example, when prompted to generate SIP lists for 
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each day of the week, Vigantol droplets originally 
prescribed with the instruction 10 drops three 
times a week, were repeated for all days by 
ChatGPT. Gemini could interpret this instruction 
correctly and even visualize the table with 
weekday names as headers. 
 
Through the examples, we noticed that models 
can point to unspecified medical instructions. For 
example, the instruction to take medicine at 8h 
was ambiguous, as it was unclear if 8h relates to 
the morning or evening hours. We found these 
rare cases of ambiguity particularly important as 
they can also cause patients to feel unsure and 
hesitant to act. 
  
Both models demonstrated accuracy in extracting 
information concerning future appointments, 
primarily pertaining to additional analyses, 
biopsies, and scans. They proved particularly 
useful in clarifying abbreviations associated with 
medical procedures and dietary regimens. 
 
The content generated by ChatGPT was 
grammatical and of satisfactory quality. On the 
other hand, Gemini often code-switched between 
Serbian and English and even mixed Latin and 
Cyrillic script. This required additional post-
processing and content validation.  
 
When prompted several times within one session, 
ChatGPT started combining discharge 
summaries and generating improper, 
hallucinated, medications. Therefore, each 
experiment was performed within a unique 
session. We did not notice similar behavior while 
using Gemini.  

5. Conclusion 

Our study aims to improve communication 
between healthcare professionals and their 
patients. Simplified discharge summaries should 
translate complex medical information into a more 
comprehensive language, which should positively 
impact patient literacy in general. Patient literacy 
is an ever-growing concept medical experts use 
to denote levels by which individuals perceive or 
learn to comprehend health information within the 
decision-making processes. In confronting the 
existing challenges concerning the low 
understanding of discharge summaries, we 
qualitatively analyze a small dataset in the 
Serbian language - a language not equally 
covered in international protocols. Therefore, 
disseminating these summaries, knowledge 
gaps, and improvements will lead us to relevant 
statistics and possible solutions. Hopefully, these 
results will encourage scholars, stakeholders, and 
members of the healthcare system to strive to find 
more accessible paths for delivering better quality 
care.  

Presently accessible general-purpose LLMs 
exhibit promise in producing simplified discharge 
summaries, even for languages with limited 
resources like Serbian. Nonetheless, these 
summaries do not consistently align with the 
original summaries concerning critical medical 
elements such as medication frequency or 
purpose, thereby compromising their reliability. 

As shared results represent only a fraction of our 
ongoing research, the list of forthcoming activities 
needed for deeper validation and improvements 
is extensive. We plan to experiment with a larger 
dataset that includes other medical subfields and 
discharge summary writing styles. In order to 
alleviate the influence of prompts, we plan to 
design and perform additional behavior 
consistency experiments. Further, we plan to 
prepare a supporting dataset for the training of 
RAG architecture (Lewis et al., 2020) with the 
aspiration of addressing the previously 
highlighted accuracy and trustworthy-related 
observations. Finally, we plan to conduct an on-
site evaluation of SIP lists with patients and 
medical personnel to obtain a qualitative 
assessment of the proposed methodology in 
terms of improved medical literacy and instruction 
comprehension.  
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